
_____________________________________________________________________________________________________ 
 
ⱷ
Post Doctoral Fellow (Indian Council of Social Science Research, New Delhi); 

#
Asst. Professor; 

*Corresponding author: E-mail: ashapriyankap@gmail.com; 
 
 
 

Asian Journal of Agricultural Extension, Economics & 
Sociology 
 
40(9): 136-145, 2022; Article no.AJAEES.87724 
ISSN: 2320-7027 
 

 

 

Holt-Winters Forecast on Seasonal Time Series Crop 
Insurance Data with Structural Outliers (2000-2018) 

Using Ms Excel 
 

P. Asha Priyanka aⱷ*, E. Nandakumar b# and R. Sangeetha a 
 

a
 Department of Agricultural Economics, Tamil Nadu Agricultural University, Coimbatore,  

TN - 641003, India. 
b
 Department of Humanities, PSG College of Technology, Coimbatore, TN - 641004, India. 

 
Authors’ contributions  

 
This work was carried out in collaboration among all authors. All authors read and approved the final 

manuscript. 
 

Article Information 
 

DOI: 10.9734/AJAEES/2022/v40i930986 
 

Open Peer Review History: 
This journal follows the Advanced Open Peer Review policy. Identity of the Reviewers, Editor(s) and additional Reviewers,  

peer review comments, different versions of the manuscript, comments of the editors, etc are available here: 
https://www.sdiarticle5.com/review-history/87724 

 
 

Received 24 March 2022  
Accepted 03 June 2022 
Published 07 June 2022 

 
 

ABSTRACT 
 

Time series data on the number of farmers enrolled in different crop insurance schemes such as 
NAIS, MNAIS and PMFBY in the state of Tamil Nadu, India was analysed for its seasonality, outliers 
and forecast. The data was found to be seasonal and exponentially increasing. Seasonality is innate 
as the crop insurance itself was registered separately for two seasons (Kharif and Rabi). 
Multiplicative Holt-Winters Model should be applied in order to do short range forecast for an 
exponentially increasing dataset. The model was run in Ms-Excel in order to understand the basics 
of times series forecasting. Minimum MSE value was the criteria used to find the better fitting 
smoothing values. The residual of the model was examined for the fit of the model. Residual mean 
value was close to zero. Residuals are tested for autocorrelation with Durbin-Watson test and Runs 
test. Histogram of residuals implies a normal distribution. Presence of outliers are detected using 
3IQR method and the identified outliers are part of the structure of data and need not be removed. 
However, alternate models of Holt-Winters itself which are robust to work with outliers are reviewed 
and RHW model of Gelpers et al. [1] was suggested. 
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1. INTRODUCTION 
 
1.1 Crop Insurance in Tamil Nadu 
 
Agriculture is a risky business subject to price, 
climatic, geological and biological shocks 
Wenner [2]. Farmers face floods, drought, pests, 
disease, and a plethora of other natural 
disasters. As more than half of the cultivated 
area is rainfed [3], it is highly dependent on 
monsoon precipitation. Crop insurance provides 
risk sharing and risk balancing functions to 
farmer who is highly affected by seasonal 
calamities [4]. Insurance could potentially help 
farmers cope with shocks without having to 
reduce investments in education or agriculture 
[5]. The Journey of crop insurance in India rolled 
out 48 years ago in 1971 when the First 
individual Approach Scheme was introduced 
which existed till 1978. A Pilot Crop Insurance 
Scheme (PCIS) was orchestrated from 1979 to 
1984. After which a Comprehensive Crop 
Insurance Scheme (CCIS) was introduced in 
1985 till 1999. During Rabi 1999 has seen a new 
insurance scheme called National Agricultural 
Insurance Scheme (NAIS). In the state of Tamil 
Nadu, NAIS has covered 83.08 lakh farmers 
cumulatively till Rabi 2015-16. Based on the 
recommendations on NAIS a Modified National 
Agricultural Insurance Scheme (MNAIS) was 
came into force from Rabi 2010-11 and has 
covered 4.76 lakh farmers cumulatively till Rabi 
2015-16 in the state [6]. The year 2016-17 has 
seen the genesis of a new insurance scheme 
called Pradhan Mantri Fasal Bima Yojana 
(PMFBY) instead of NAIS and MNAIS. Pooling in 
the important learning from all the earlier 
schemes and taking into consideration of access 
to technology in the recent days, Pradhan Mantri 
Fasal Bima Yojana promises to take care of the 
loopholes of earlier schemes [3]. 
 

1.2 The Data 
 

The time series data on number of farmers 
enrolled in crop insurance was obtained from the 
Commissionerate of Agriculture, Chennai. The 
data used in the analysis pertains to farmers 
enrolled under NAIS, MNAIS and PMFBY over 
the time period from Kharif 2000 to Rabi 2018-19 
in the state of Tamil Nadu. As given here the 
data contains two seasons for a year. Inherently 
the data is seasonal which is inevitable. The data 
from Kharif 2000 to Rabi 2010-11 consists of 
farmers enrolled under NAIS only. Whereas, 

from Kharif 2011-12 to Rabi 2015-16 consists of 
farmers enrolled under both NAIS and MNAIS. 
After Rabi 2015-16, both the schemes were up 
taken by PMFBY hence, the data is exclusive to 
PMFBY. Given the prelude, the time plot on 
farmers’ enrollment over the years is presented 
in Fig. 1. When the data is plotted against time, it 
could be apparently noted that the data is not 
constant over time and changes (moreover 
increases) along with time, especially, the the 
variation in the seasonal pattern appears to be 
proportional to the level of the time series. 
Plotting the series and examining the structure is 
the most important and essential step in time-
series analysis; preliminary even to adjusting and 
modeling the data [7]. In this context, the paper 
has attempted to examine the crop insurance 
data and to forecast using the basic excel 
software. With modern machine learning for 
forecasting, the basic procedures of a model has 
often regarded as automatic [8]. Thus, this paper 
could help in understanding not only the 
behaviour of data but also the underlying basics 
of a forecast model. 
 

1.3 Kharif and Rabi Seasons 
 
Another observation could be that Tamil Nadu 
farmers prefer to insure Rabi crops than Kharif 
crops. The 5 year ending area under crops 2017-
18 has reported a conflicting fact. That is the 
area under food grains in Kharif season is more 
than Rabi season by more than 10 times and the 
area under oilseeds in Kharif season are twice 
than that of Rabi season (Government of India, 
2019). One reason should be rainfall during Rabi 
season and Cauvery water being available 
during Kharif season. The state receives its 
highest showers during the Rabi season from 
North-East monsoon (October to December) just 
like most of South India. To emphasize, though 
Tamil Nadu is under bi-monsoon pattern, more 
share of rainfall is received from NE monsoon 
(48%) than SW monsoon (35%). And also, 2016-
17 was a dry year in Tamil Nadu when the North-
East monsoon deviated by around -62%. There 
is assurance of water availability for irrigation 
during Kharif season as Cauvery water is 
released during June and July. Farmers 
associate enrolment to crop insurance                     
with water availability at least in delta region 
(based on author’s survey). Seasonal              
variation in agricultural data is innate, though 
opportunity is given also to glance the data 
classified into Kharif and Rabi seasons (Fig. 2).
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Fig. 1. Farmers Enrolled in Crop Insurance (2000 to 2018) 
Source: Author’s compilation from Agricultural Statistics at a Glance (Various issues) published by Ministry of 

Agriculture and Farmer’s Welfare, Government of India 

 

 
 

Fig. 2. Farmers Enrolled under Crop Insurance for Kharif and Rabi Seasons  
(2000-01 to 2018-19) 

Source: Author’s compilation from Agricultural Statistics at a Glance (Various issues) published by Ministry of 
Agriculture and Farmer’s Welfare, Government of India 

 
One other reason for higher Rabi enrollment: the 
important paddy-growing season in Tamil Nadu 
such as, Samba, Thaladi, Pishanam are being 
counted under Rabi season. Even within 
southern India, the peculiarity of higher Rabi 

enrollment is very special to the state of Tamil 
Nadu alone for eg. the claims paid during Rabi 
season under PMFBY for two years (2016-17 
and 2017-18) in Tamil Nadu contributed around 
50% of claims paid throughout India during the 
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same season and period. The disparity between 
Kharif and Rabi farmer numbers could not allow 
for a reliable trendline in Fig. 1. While the Fig. 2 
could enable for an exponential trendline with R

2
 

values of 0.530 and 0.807 for Kharif and Rabi, 
respectively. Exponential trendlines are used 
when the data is either falling or rising at an 
increasing rate. Thus exponential type of 
trendline was the most appropriate for the given 
data and also the R

2
 value were the highest 

under the aforesaid type than any other. This 
inability to fit a trendline in Fig. 1 is not sufficient 
to classify the data into two, as there are many 
well-developed models, which could work on a 
seasonal data. As there are outliers, mean value 
was considered and it was 388.88 thousand 
farmers. The standard deviation value (528.12 
thousand famers) was greater than the mean 
value indicating that the data is widely spread 
from the mean value. 

 
2. METHODOLOGY 
 
2.1 Holt-Winter’s Multiplicative Model 
 
The basic Exponential smoothing methods were 
developed by Robert. G. Brown (1959 & 1964) 
and later expanded by Holts. C.C. [9] and 
Winters [10]. In exponential smoothing, one or 
more parameters assign exponentially 
decreasing weights for the older observations as 
the “future events usually depend more on recent 
data than on data from a long time ago” [11]. 
There is also a power of adjusting early forecast 
for older observations. Gardener [12] claims that 
the popular reputation of exponential smoothing 
has attributed to the several practical 
considerations in short-range forecasting. When 
the stochastic processes of the data (Yt) are not 
stationary, then the statistical properties of 
forecast cannot capture the estimates of original 
data (E[Yt]). In such cases a sensible method 
could be to use weighted moving average with 
exponentially decreasing weights [10]. Several 
remarkable econometricians such as Pegels [13], 
Roberts [14], Abraham and Ledolter [15], 
Makridakis and Hibon [16] were on the league of 
‘exponential smoothing’ methods and also have 
made contributions to augment the methodology. 
One such augmentation to the equations, which 
is very widely used, is that of Winters [10],        
which hereafter be called as Holt-Winters’ model 
(HW). 
  
Holt-Winter’s model is the second extension of 
basic exponential smoothing model and it is 

optimal for a wide variety of time series. The 
basic exponential smoothing is also called as 
single exponential smoothing (SES) as it has a 
single equation for a ‘level’ component. The 
equation for SES can be written as follows, 
 

St = αYt-1 +(1- α)St-1                        0≤α≤1           (1) 
 
St is the smoothing or level equation at time t. 
The speed at which the older responses are 
dampened (smoothed) and adapt to changes in 
level is a function of the value of α. The Damping 
factor (1- α) assigns the least value to distant 
data points. When α is close to 1, dampening is 
quick and when α is close to 0, dampening is 
slow. Thus smoothing constant and damping 
factors are inversely proportional. Larger 
dampening factors smoothes out the peaks and 
valleys more than smaller damping factors. 
Smaller damping factors also mean that the 
smoothed values are closer to the actual data 
points than larger damping factors.  
 
The first extension to SES is ‘Holt’s Linear trend’ 
model which is also called as ‘double exponential 
smoothing- DES’ as it has two equations one for 
‘level’ and other for ‘trend’ component. Thus 
when the data has a linear trend then DES is 
suitable. The equation for DES can be written as 
follows, 
 

  St = αYt+(1−α)(St−1+bt−1)            0≤α≤1       (2) 
 

bt = γ(St−St−1)+(1−γ)bt−1             0≤γ≤1       (3) 
 

Note that the current value (Yt) of the series itself 
is used to calculate its smoothed value is the 
replacement in double exponential smoothing. In 
the ‘trend’ equation (3) a value of γ is chosen to 
allow the trend estimate to react to changes in 
the rate of growth of the series. There are two 
smoothing equations which will be combined 
later to form a forecast equation,   
 

      = St + bt. 
 
As states earlier, HW model is the second 
extension of SES and also called as the triple 
exponential smoothing model. The HW model is 
a three parameter model which augments 
equations to include trend and seasonality in the 
data. Holt-Winter’s watch out for trend and 
seasonality in the data, whose values increases 
over time and could reproduce the seasonal 
changes in the data. Forecast takes two forms 
given the movement of values in the data. 
Multiplicative model is chosen when the data is 
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exponentially increasing with time and if not 
Additive model is chosen. HW algorithms also 
have two forms, multiplicative and additive. The 
HW multiplicative model could best forecast 
using the given data as the crop insurance data 
itself is inherently seasonal and exponentially 
increasing. The basic equation for TES is as 
follows, 
 
Overall smoothing equation:  
 

St = α
  

    
 +(1−α)(St−1+bt−1)                         (4) 

 
Trend Equation:  
 

bt = γ(St−St−1)+(1−γ)bt−1                               (5) 
 
Seasonality equation:  
 

It = β
  

  
 +(1−β) It−L                                        (6) 

 
Forecast Equation:  
 

Ft=     = (St-1+ bt-1)It−L                                   (7) 
 
Where 0 < α ≤ 1, 0 ≤ γ ≤ 1 and 0 ≤ β ≤ 1–α. The 
small value of β for the multiplicative model 
means that the seasonal component hardly 
changes over time. 
 

TES has one more additional equation (6) It for 
seasonality component. β is the smoothing 
constant for seasonality whose value ranges 
between 0 and 1–α. When the level equation is 
substituted in equation (6), the usual parameter 
restrictions translates to this range [17]. L here 
denotes the frequency of the seasonality, i.e., 
the number of seasons in a year. For example, 
for quarterly data L=4, and for monthly 
data L=12. The additive method is preferred 
when the seasonal variations are roughly 
constant through the series, while the 
multiplicative method is preferred when the 
seasonal variations are changing proportional to 
the level of the series. With the multiplicative 
method, the seasonal component is expressed 
in relative terms (percentages), and the series is 
seasonally adjusted by dividing through by the 
seasonal component. Within each year, the 
seasonal component will sum up to 
approximately L. Exponential smoothing is an 
interesting model and it predicts the future 
evolution of the time series via a simple 
extrapolation. Researchers have found Holt-
Winters having better predicting power than 
complex Box-Jenkins methodology such as 

ARIMA [14]; SARIMA [18] and also precise in 
short term forecasting [18]; Chatfield et al. 1988. 
Tratar and Strmčnik [19] has found Holt-Winters 
suitable for both short-term as well as long term 
forecasting. Makridakis and Hibon (1997) have 
found the problem in ARIMA models of Box and 
Jenkins is the way of making the series 
stationary in its mean. Whereas, Holt-Winters is 
the sensible method when the data is not 
stationary [10]. The Holt-Winters model has been 
augmented and it was being proposed and done 
by various statisticians and econometricians over 
the years. Taylor [20,21] introduced the double 
and triple seasonal Holt–Winters models (HWT). 
These models are characterized by capturing the 
information contained in the seasonal 
component, split into several seasonalities of 
different lengths, as well as including an 
adjustment of the forecast including the first 
autocorrelation error. García-Díaz and Trull [22] 
generalized these models to adapt to an 
indeterminate number of seasonalities, proposing 
the multiple seasonal Holt–Winters models 
(nHWT). Holt-Winters along with its variations 
have been found to be suitable for most socio-
economic studies. 
 

2.2 The Initial Values 
 
The Holt winter’s model is a recursive model, it 
provides results which are responsive not only to 
the smoothing parameters chosen but also to the 
method of initializing the values. Given the 
equations above, the methodology of exponential 
smoothing operates to assign the weights to 
preceding values to obtain the forecast. Thus the 
initial values and the weights assigned to them 
are important especially when the dataset is less 
than 20 years as in this case (and when alpha 
value is also small). There are several methods 
established to reach this initial values. For 
example, for S0, the original method given by 
Brown is to take the mean of the data. To 
mention, Backcasting [23], Bayesian methods 
combined with an average of the available data 
[24,25,26], regression based procedure [27] are 
few other methods to estimate. Accurate 
estimates of initial conditions can result in better 
forecasting results [28,29]. The estimation 
procedure for initial conditions used in this paper 
is of the Hyndman and Athanasopoulos [17]. 
Hyndman’s method consists of a moving average 
decomposition to attain the seasonally adjusted 
initial level ‘S0’ and trend values ‘b0’ as well as 
de-trended initial seasonal values ‘I-1 and I0’. The 
initial values are then placed before the time 
period t=1. The procedure is the one which is 
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implemented in the ‘HoltWinters’ function in R 
software.  
 

3. RESULTS AND DISCUSSION 
 
The result of the Holt-Winters model on crop 

insurance data is the predicted     values. In this 
paper, the Holt-Winters procedure as in R 
software was followed and so the predicted 
numbers of farmers enrolled were calculated 
even from the first year. The predicted and actual 
numbers of farmer enrolled in the crop insurance 
were plotted against time (Fig. 3). The values for 
smoothing constants α, γ and β were chosen 
based on the minimum root square mean value 
as 1.414, 0.11 and 0.46, respectively. The Holt-
Winters have forecasted the farmer enrollment 
for three future period Kharif and Rabi of 2019-20 
and Kharif of 2020-21. 
 

A time series forecasting model could be 
validated with the characteristics of their 
residuals. Predominantly, a residual should have 
mean zero and no autocorrelation. The mean of 
the residuals in this case is 27. The residual        
plot presented in Fig. 4 is plotted against              
data order, which could aid in inferences    
towards locating outliers and autocorrelation 
also. The residual plot also shows that           
there is no autocorrelation. The Durbin-Watson 
statistics was very close to two (1.92) and the             
p-value of Runs tests was higher than the 
significance level. Hence, along with scatter plot, 
Durbin-Watson test and Runs test also           
conclude that there is no autocorrelation.                
Both the tests were run in Ms Excel. Other                
not so binding requirements are constant 
variance and normal distribution. A histogram of 
residuals infer that they are normally               
distributed (Fig. 5). If all the other conditions are 
satisfied, a variation in mean could be               
adjusted by just adding the mean value to the 
predictions [17]. Another important finding from 
the residual plot is outliers. The outliers are 
identified using 3IQR (Inter quartile range) 
formula [30]. The upper lower fence and upper 
outer fence values are -416.18 and 465.51, 
respectively. These outliers are significant 
difference between actual and predicted values 

at certain points namely, at 2011-12 (strong 
growth performance in agriculture), 2016-17 
(drought and PMFBY was introduced), 2007-08, 
2018-19 etc. Outliers are marked with Δ symbol 
in the plot. There are methods to pre-clean             
the data for forecasting. However, in the given 
crop insurance data, the outliers mentioned 
above and such are in the structure of crop 
insurance data and they are inevitable during 
forecast. The residual data points beyond the 
upper inner and outer fence are extreme outliers 
(Δ). 
 
Any variation in the exponential smoothing 
method, which claims to be robust need to 
reduce the number of outliers beyond the IQR. It 
was Cipra [31], who presented a variation of 
Holt–Winters method as a weighted regression 
problem with a robust regression fit (not the 
traditional regression). Using quantile regression 
to obtain robust forecasts [32] and method to 
classify each observation [33] are few other 
variations. However, these methods do not use 
the basic recursive formulae of Holt-Winters, 
which are very important. The procedure of Cipra 
yields a reasonable method, but it can be 
improved upon. The method by Cipra consisted 
of a Huber-Ψ function (weights assigned to each 
data point decreases when the distance for mean 
increases) and iterated weighted least square 
algorithm. A augmentation to the Holt-Winters 
model was carried out by Gelper et al. [1] and 
are called as Robust Holt-Winters (RHW). The 
RHW are suitable to forecast even in the 
presence of outliers. The methodology of 
Gelpers is the widely used one and could be run 
in R software with the code Robets. The method 
suggested by Gelpers consists of using pre-
cleaned Yt* instead of actual Yt. The data 
cleaning process of Gelper also uses the Huber-
Ψ function to replace the unexpected values of 
more likely values. The pre-cleaned Yt* is used in 
forecasting equation of Exponential and Holt-
Winters model. Due to these updates, not just 
the data but also the starting value and 
smoothing values need to be set. It is suggested 
to use repeated median estimator than OLS of 
Bowerman et al. [27] to find the starting values 
for RHW. 
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Fig. 3. Actual Vs Forecasted Farmer Enrollement 
Yt Cap (Estimated Yt) was calculated based on Holt-Winters Equation using Ms Excel 
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Fig. 4. Residual vs data order 
Outliers identified based on 3IQR and plotted in Ms Excel 

 

 
 

Fig. 5. Residual Histogram 
Histogram calculated and plotted in Ms Excel 

 

4. CONCLUSION 
 

The study has attempted to explore the crop 
insurance farmers enrollment as a time series 
data. Crop insurance schemes itself had been 
changed twice within the data period. Seasonal 
fluctuations are explicitly found as farmers 
preferring insurance for Rabi crops. The reason 
for the same might be the assurance of water 
availability for irrigation during kharif season. The 
data has exhibited an exponentially increasing 
trend, which recommended a multiplicative 
model for forecast. Holt-Winters exponential 

smoothing was the chosen model for forecast as 
it best suits the seasonal data with exponential 
trend. The forecast is carried out in Excel 2007 
for better understanding of the model. The model 
was run and the smoothing constants where 
chosen based lesser MSE value. The 
characteristics of residuals have complied with 
necessitates of fine forecasting model. However, 
when plotted against time the predicted values 
and actual values were significantly different in 
few instances. Outliers were identified using 
residual plot and interquartile range. Outliers are 
observed as those associated with structural 
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changes in the crop insurance data. Hence, it is 
concluded that the conventional model is not 
robust enough to handle the structural outliers 
which are required for forecasting. Few variations 
to exponential smoothing which could handle 
outliers were discussed and the Gelper’s [1] 
augmentation on Holt-Winters model (RHW) was 
suggested. A complex RHW model is automatic 
and could be run in R Software. 
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