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Real-time multiple target
segmentation with multimodal
few-shot learning

Mehdi Khoshboresh-Masouleh* and Reza Shah-Hosseini*

School of Surveying and Geospatial Engineering, College of Engineering, University of Tehran,

Tehran, Iran

Deep learning-based target segmentation requires a big training dataset to

achieve good results. In this regard, few-shot learning a model that quickly

adapts to new targets with a few labeled support samples is proposed to tackle

this issue. In this study, we introduce a new multimodal few-shot learning

[e.g., red-green-blue (RGB), thermal, and depth] for real-time multiple target

segmentation in a real-world application with a few examples based on a

new squeeze-and-attentions mechanism for multiscale and multiple target

segmentation. Compared to the state-of-the-art methods (HSNet, CANet, and

PFENet), the proposed method demonstrates significantly better performance

on the PST900 dataset with 32 time-series sets in both Hand-Drill, and

Survivor classes.

KEYWORDS

few-shot learning, multimodal images, target detection, real-time processing,
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Introduction

Real-time multiple target segmentation is an important task for real-world

applications (Morelande et al., 2007; Wagner et al., 2009), such as search and rescue

robots. In this regard, the quadruped mobile robot based on multimodal images can

provide more comprehensive spatial and spectral information for the development

of real-time multiple target segmentation (Rahman et al., 2021). Multimodal target

segmentation is challenging due to the various background, shadows, and occluded areas,

and multiscale targets. The goal of multimodal imaging is to improve detection and

localization of objects in complex scenes (Martí-Bonmatí et al., 2010). In multimodality

imaging, the need to combine different information can be approached by either

acquiring images at different times. In this regard, the image fusion is the process of

merging data from multiple imaging modalities [e.g., red-green-blue (RGB), thermal,

and depth] to obtain a fused image with a large amount of information for increasing

the scene understanding applicability. Multiple target segmentation with the use of

multimodal data for time-series images potentially improves scene understanding with a

limited amount of labeled training data, while many target segmentationmethods appear

to understand single-time localization with a big training dataset. Multimodal few-shot

learning can perform on unseen tasks after training a few annotated data and considers

several tasks to produce a predictive function, and is an inductive transfer system whose

main goal is to improve generalization ability formultiple targets. These approaches excel

at learning complicated features from small set using weakly-supervised learning.
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Deep learning has been successful in target segmentation

(Dimou et al., 2016). But the major bottleneck of deep learning

in target segmentation is the need for large-scale labeled datasets

for training, particularly in multimodal data (Yao et al., 2017).

Owing to the advances of deep learning networks, new insights

have been presented in the field of multimodal processing

for time-series images. In Shivakumar et al. (2020), a camera

calibration method and a dual-stream CNN architecture was

applied to multimodal image segmentation that is able to fuse

RGB with thermal information. The quantitative assessments of

this study for PST900 dataset show that the mean intersection

over union (mIoU) is about 68% for RGB-Thermal mode.

A squeeze-and-attention network (Zhong et al., 2020) is

proposed for RGB image segmentation based on pixel-group

attention, and pixel-wise prediction, which achieves 83.2%

mIoU. Moreover, an Edge-Aware Guidance Fusion Network

(EGFNet) was introduces in Zhou et al. (2022) for multimodal

scene parsing and segmentation. This study used only RGB

and thermal modality for scene understanding. The quantitative

results of this work show that the mean accuracies for FuseSeg-

161 (Sun et al., 2021), and the proposedmethod are about 62.1%,

and 74.4%, respectively. FuseSeg-161 is amultimodal data fusion

with RGB and thermal images to achieve superior performance

of semantic segmentation in urban scenes.

Researchers have studied multimodal data from time-series

images, with deep learning approaches as the preferred choice.

Although some efforts have been devoted to the development

of scene understanding with a large training dataset from

thermal, and RGB images, little attention has been devoted

to multimodal target detection for different specific target

of interest with a small training dataset based on depth,

thermal, and RGB images. Most of the current few-shot learning

methods use single-modal sensory data, which are usually the

RGB images produced by visible cameras. However, the target

segmentation performance of these networks is prone to be

degraded when lighting conditions are not satisfied, such as dim

light or darkness. Moreover, we can improve the accuracy by

overcoming the segmentation challenges such as dim light or

darkness by thermal information. Thermal image is invariant

to lighting variations and affords the ability to take advantage

of spectral separation between objects. To the best of the

authors’ knowledge, although the related deep learning methods

are fairly powerful for image segmentation from multimodal

image segmentation with a large training dataset, there is not

still outstanding performance for multiple target segmentation

with a small training dataset. A robust target segmentation

method not only needs a strong model architecture and learning

algorithms but also relies on a comprehensive large-scale

training set (Zheng, 2022). Generating and annotating such

multimodal datasets can be labor-intensive and costly (Bauer

et al., 2021). In real-world applications, only a few labeled

datasets may be available at model training time. As a solution,

few-shot learning aims to build accurate trainedmodels with less

training data, contrary to the general experiment of using a large

amount of data (Wang et al., 2019; Feyjie et al., 2020).

In this study, we propose a new multimodal few-shot

learning for real-time multiple target segmentation from a small

labeled multimodal dataset, including RGB, thermal, and depth

images for a search and rescue scenario.

Proposed method

For multimodal few-shot learning, we define three datasets

where each set contains N multimodal images, including: a

training dataset Strain with semantic classes yc, for training step

Strain = {xi, yi}
Ntrain
i=1 , withD ⊂ R

3 a composite RGB, depth, and

thermal image (RGBDT) space, xi :D → R
3 an input RGBDT

image, and yi :D → {0, 1}|yc| its corresponding binary mask,

a support dataset Ssupport = {xi, yi}
Nsupport

i=1 , and a test dataset

Stest = {xi}
Ntest
i= 1 .

The proposed multimodal few-shot learning method aims at

training a new squeeze-and attention CNN ϕ(ε, θ) on the time-

series training set to have the capability to extract a new target

tStrain on the time-series test set based on t references from

Ssupport . The proposed squeeze-and-attention mechanism Ysa is

defined as follows:

Ai = fattn(P (xi) ;2attn,�attn)

=
∑5

i=1

∑H−1

j=1

∑W−1

k=1
(P (xi) × Conv1j (2attn,�attn))

× Conv1k(2
′

attn,�
′

attn) (1)

Ysa = 0(σ (Ai))
⊗

(xres + 1) (2)

where Ai is a function to calculate the attention maps

given the input feature maps P (xi). P (xi) is a median

pooling layer for input feature map. fattn is an attention

function emphasizes the attention of pixel groups that

belong to the same classes at different spatial scales (Zhong

et al., 2020), which is parameterized by 2attn and �attn.

2attn and �attn represent the weights and biases from

two stacked convolutional layers is added to output map.

Moreover, 0(.) is an upsampling function for expanding

the result of the attention channel, σ is a relu function,

and xres is a residual feature map with an element-wise

multiplication
⊗

(Khoshboresh-Masouleh and Shah-Hosseini,

2021).

The pipeline illustration of the proposed method is shown

in Figure 1. The proposed method has three components,

including (a) learns the representation from time-series images

pair based on Equation (1) from training dataset with two

encoding blocks for support and query images, (b) for getting

prior knowledge from a few support samples, a new class

registration (CR) network for few support samples with new

target class is designed based on dilation convolution layers, and

(c) a multiscale decoder network by a transposed convolution
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FIGURE 1

Overview of our method for multimodal few-shot learning. (A) Proposed architecture for feature extraction and real-time multiple target

segmentation, (B) proposed squeeze-and-attention mechanism, (C) proposed class registration (CR) network, and (D) legend.
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FIGURE 2

Qualitative results (one-shot) of HSNet, CANet, PFENet, and our method on PST900’s time-series images.

TABLE 1 Hand-Drill class mIoU and inference time (in ms) results on

PST900 for multimodal few-shot learning.

Methods Backbone 1 shot 5 shot 10 shot ms
b

HSNeta ResNet50 48.6 53.2 59.4 40

CANeta 38.5 43.3 51.6 51

PFENeta 58.9 62.1 67.3 64

Ours ResNet50 58.1 65.4 78.7 35

Best results in bold and the underlined font denotes the second-best result.
aThis model was revised for multimodal training based on the proposed method for

multiple target detection.
bOn an NVIDIA Tesla K80.

with the stride of two for generating the final target detection

mask from the test dataset.

As depicted in Figure 1, the convolutional blocks include

3 × 3 kernels which are applied to the input feature maps

using stride one. The proposed architecture is composed of eight

squeeze-and-attention layers followed by batch normalization,

and rectified linear unit functions to generate feature maps, as

well as max-pooling blocks to reduce the size of feature maps.

We use multiscale fusion to take advantage of its good ability for

multimodal data fusion. In the proposed squeeze-and-attention

mechanism (Figure 1B), the multiscale multimodal fusion is

performed by three multiscale dilated convolution layers and

an element-wise summation of feature layers from the direct

path for RGB, thermal, and depth data, resulting in better

target boundaries.

TABLE 2 Survivor class mIoU and inference time (in ms) results on

PST900 for multimodal few-shot learning.

Methods Backbone 1 shot 5 shot 10 shot ms
b

HSNeta ResNet50 44.8 47.1 51.4 42

CANeta 32.2 33.6 37.5 54

PFENeta 59.4 52.3 55.7 65

Ours ResNet50 60.3 61.1 68.4 38

Best results in bold and the underlined font denotes the second-best result.
aThis model was revised for multimodal training based on the proposed method for

multiple target detection.
bOn an NVIDIA Tesla K80.

Dataset

We evaluate our model on the PST900 dataset (Shivakumar

et al., 2020) includes 256 images for test set, 128 images for

support dataset, and 352 for training set. PST900 is built from

synchronized and calibrated RGBDT time-series images with

a size of 1,280 × 720 pixels for real-time target segmentation,

and contains five target categories. In action, three classes,

including Fire-Extinguisher, Backpack, and clutter are used for

training, and the remaining two categories, including Hand-

Drill, and Survivor for testing. In this study, the PST900 dataset

is single-fold with three training classes and two test classes.

It consists of 32 time-series sets, where each class contains

about 30–80 images with their corresponding pixel-level ground

truth annotations.
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TABLE 3 Ablation study on using di�erent modalities, loss functions,

and backbones.

Feature

extractor

Backbone Loss Modalities mIoU
a

Proposed layer Ysa

(10 shot)

ResNet50 D RGB 49.83

HRNet 49.01

ResNet50 BC 50.46

HRNet 48.64

ResNet50 M2CE 52.34

HRNet 49.72

ResNet50 D RGB+Thermal 59.63

HRNet 57.24

ResNet50 BC 59.43

HRNet 58.90

ResNet50 M2CE 60.04

HRNet 59.74

ResNet50 D RGB+Depth+

Thermal

69.17

HRNet 67.12

ResNet50 BC 70.20

HRNet 68.34

ResNet50 M2CE 73.55

HRNet 68.46

Best results in bold.
a Mean intersection over union for Hand-Drill, and Survivor classes.

Implementation details

We train the proposed network in PyTorch with multi-

class cross-entropy over the training class during 120 epochs on

PST900 with batch size set to 5, and use Adam as optimizer with

the initial learning rate set to 10−4. β1, and β2 are set to 0.9, and

0.999 and weight decay to 10− 8.

Evaluation protocol

In our work, the evaluation protocol used in most works in

few-shot semantic segmentation is employed (Wang H. et al.,

2020). The intersection-over-union (IoU) is the standard metric

used in evaluating pixel-wise target segmentation. Given two

ground truth (g) and predicted segment (p) masks, the IoU can

be defined as IoU =
|p∩g|
|p∪g |

.

Results

To investigate the behavior of the multimodal few-shot

learning, we investigate the components of the proposedmethod

PST900 where the training and test classes are required to

be simultaneously identified. Although the related models are

applied to few-shot learning, there is not still a good method

for multimodal few-shot learning for real-time multiple target

segmentation. For a fair comparison, all state-of-the-art models

were trained from the beginning, using the same training

set and feature extractor that was applied for the training of

the proposed model. We compare our model against relevant

methods HSNet (Min et al., 2021), CANet (Zhang et al., 2019),

and PFENet (Tian et al., 2022). Qualitative results of one-shot

multiple target detection for HSNet, CANet, PFENet, and our

method are shown in Figure 2. We provide some qualitative

results on multimodal time-series images that show how our

model helps refine the real-time multiple target detection. Note

that the proposed method and PFENet can effectively remove

irrelevant boundaries and fill the target region. Tables 1, 2 show

the performance of the proposed method in comparison to the

other state-of-the-art methods on the PST900 for Hand-Drill

and Survivor classes.

According to the results, the function of PFENet was found

to be better than HSNet and CANet. But, many of the target

pixels were not detected in both 5-shot and 10-shot scenarios.

We observe that PFENet outperforms the proposed method in

the 1-shot scenario for Hand-Drill class. The proposed method

achieves a mIoU for the Hand-Drill class of 58.1, 65.4, and 78.7,

while the mIoUs for the Survivor class are 60.3, 61.1, and 68.4 in

1-shot, 5-shot, and 10-shot scenarios.

Ablation study

In this section, we present an ablation study to compare a

number of different model variants, such as different modalities

(e.g., RGB, thermal, and depth), loss functions [Bootstrapped

Cross-entropy (BC), Dice, and multi-class cross-entropy], and

backbones (e.g., ResNet50, and HRNet), and justify our design

choices. Table 3 shows some ablation study results to investigate

the behavior of the proposed model.

Visualization of ablation study results of the example

set for the highest accuracy for each modality among the

compared methods is shown in Figure 3. For each test

result with RGB, RGB-Thermal, and RGB+Depth+Thermal,

the proposed method is effective in target segmentation

with RGB+Depth+Thermal modality. Moreover, the proposed

method obtained better target segmentation results than other

models with RGB or RGB-Thermal modalities.

Modalities

The proposed model for real-time multiple target

segmentation was tested with different data modalities,

such as RGB, thermal, and depth images.
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FIGURE 3

The visualization of real-time target segmentation output through each modality with ResNet50 backbone and M2CE function.

Loss functions

All networks were additionally evaluated with different loss

functions. Although the proposed model with multi-class cross-

entropy (M2CE) function delivers good results, the proposed

model was tested with another two loss functions, consist of

Dice (D) (Sudre et al., 2017) and Bootstrapped Cross-entropy

(BC) (Gaj et al., 2021). In this regard, we train our model

using the absolute error between the ground truth map and the

model’s predicted.

Backbones

The proposed model can be set up with different backbones

for real-time multiple target segmentation. We selected two

backbones for ablation study. The experiments were carried out

with the ResNet50, and HRNet (Wang J. et al., 2020) backbones.

Conclusion

We have presented a new multimodal few-shot learning for

real-time multiple target detection in a real-world application.

Different from the previous few-shot learning methods, the

proposed method aims at accurate and fast identifying new

targets from time-series images. Our method has outstanding

results on a challenging dataset PST900 with 32 time-series sets,

compared with recent prominent models in few-shot learning.
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