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Abstract: The Wireless Sensor Network (WSN) has seen rapid growth in the development of real-
time applications due to its ease of management and cost-effective attributes. However, the balance
between optimization of network lifetime and load distribution between sensor nodes is a critical
matter for the development of energy-efficient routing solutions. Recently, many solutions have
been proposed for constraint-based networks using the cloud paradigm. However, they achieve
network scalability with the additional cost of routing overheads and network latency. Moreover,
the sensors’ data is transmitted towards application users over the uncertain medium, which leads
to compromised data security and its integrity. Therefore, this work proposes a light-weight secure
and energy-efficient fog-based routing (SEFR) protocol to minimize data latency and increase energy
management. It exploits the Quality of Service (QoS) factors and facilitates time-sensitive applications
with network edges. Moreover, the proposed protocol protects real-time data based on two levels
of cryptographic security primitives. In the first level, a lightweight data confidentiality scheme is
proposed between the cluster heads and fog nodes, and in the second level, a high-performance
asymmetric encryption scheme is proposed among fog and cloud layers. The analysis of simulation-
based experiments has proven the significant outcomes of the proposed protocol compared to existing
solutions in terms of routing, security, and network management.

Keywords: energy efficiency; information security; Internet of Things; cryptanalysis; lightweight
routing; wireless sensor networks

1. Introduction

In recent years, the Internet of Things (IoT) [1–3] has undergone great evolution in the
field of communication that connects different electronic devices in agriculture, smart cities,
military, healthcare, etc. IoT is the system of various interconnected machines, communica-
tion devices, physical objects, and humans. The hundred to thousand IoT-based sensors
are deployed in the monitoring area for data gathering and transmission with limited
resources for transmission, memory, bandwidth, energy, and processing powers. Among
all these, efficient utilization of energy consumption is a vital issue for a constraints sensors
network, because the battery power of sensor nodes is depleted rapidly in data gathering,
aggregation, and transmitting. Moreover, such tiny devices are interconnected in the form
of ad-hoc topology to achieve data gathering and forwarding. Therefore, appropriate
routing decisions should be determined for optimizing network connectivity and stability.
The main aim of the optimal decision is to choose the best and most maintainable path
among the others with efficient utilization of node resources and reliable data delivery to
application users [4–8]. Also, due to the lower cost and robust features of sensor networks,
most researchers have integrated it with IoT for better network performance in terms of
cost-effectiveness, better network coverage, and scalability [9–12]. The technology of cloud
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computing has been adopted by many solutions for data management in terms of storage,
processing, and scalability. It offers the on-demand availability of various resources for
storage, computing power in a shared manner. Such cloud-based facilities significantly
decrease the additional overheads on sensor nodes and improve the satisfactory level of
application users [13–15]. However, the cloud-based infrastructure lacks mobility and
data latency for its end users. Due to high network latency between application users and
cloud servers, the problem of data loss ratio has also arisen. To overcome the issues of
the cloud paradigm, the Commercial & Industrial Security Corporation (Cisco) network
system introduced the concept of fog computing, which is an architecture and uses vari-
ous edge devices to perform an extensive amount of processing and transmission in the
distributed system [16]. It works like a fog layer between the network infrastructure and
cloud paradigm, and decreases the shortcoming of bandwidth utilization, network delay,
and network traffic. However, the sensors’ data is transmitted over the wireless network
and is subject to potential threats. Therefore, network security, authentication, and integrity
are major security concerns for a constraints-oriented sensors network.

The main aim of this paper is to present a lightweight secure and energy-efficient fog-
based routing protocol for constraints sensors network to increase the network lifetime with
an optimal routing scheme. Moreover, the sensors’ data is also protected from unauthorized
and malicious bodies and prevents the probabilities of compromised privacy, authenticity,
and integrity in multi-levels. The key factors of the proposed work are as follows.

i. It uses the dynamic distance threshold to decreases the transmission cost with
a longer network lifetime. Also, it reduces the overheads on the frequent ex-
change of local information among sensor nodes and leads to minimizes excessive
energy consumption.

ii. Data routing between cluster heads to fog layer and from fog layer to cloud servers
is achieved by considering the QoS parameters. Additionally, incorporating a packet
queuing parameter increases the route maintenance and data delivery performance.

iii. Two levels of security are provided using cryptographic algorithms; the first level
attains data privacy from cluster heads to fog nodes, and in the second level, a more
authentic asymmetric encryption scheme is proposed between the fog nodes and
cloud servers.

The paper is organized into the following sections. Section 2 reviewed the existing
work. Section 3 explains the discussion for the proposed secure and energy-efficient
fog-based routing (SEFR) protocol along with its methodology design and components.
Section 4 explains the analysis of the results of the proposed SEFR protocol with other
schemes. Finally, Section 5 concludes the research work.

2. Related Work

The IoT-based systems are comprised of physical objects with a huge number of
sensor nodes that are deployed in either static or mobile scenarios with high powerful
BS. All the devices are connected through wireless links to capture the monitoring area
in terms of various attributes like weather, humanity, temperature, vehicle movements,
etc. The observing data is collected by sensor nodes and using the selected cluster heads
it is transmitted to BS. The cluster heads or gateway nodes are further connected to BS
using the Internet, and different application users obtained their needed information.
However, several efficient routing protocols for constraint sensors network have been
proposed [17–20], and improved the network performance compared to traditional solu-
tions. Nonetheless, the still research community is currently trying to increase the nodes’
performance for such an IoT-based system in terms of stability, delivery ratio, and least
delay rate due to their limited constraints. Although cloud-based paradigms have been
used with the integration of IoT-based sensors and have overcome the issue of scalability
and reducing computation load for sensor nodes, the problem of network latency still exists
at the end of application users. Moreover, the prohibited entries of opponent nodes lead
to several security threats and most of the resources like memory, processing chips, etc.,
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may be inaccessible to network nodes and lead to untrustworthiness in data transmissions.
Therefore, to efficiently undertake the network-wide routing, securely transfer data, and
make a strong authentication, the research community is still focused on an intelligent
and fault-tolerant routing solution [21–23]. In [24], the authors proposed a novel network
architecture named cluster-based self-organization data aggregation that aims to organize
the nodes in self-organized clusters for data aggregation and forwarding. The proposed
solution improved the network lifetime and decreases the network overheads; however, the
clusters of network nodes are not formulated in a uniform manner. Also, the construction
of routing paths is not reliable and stable in terms of data security and robustness. More-
over, the concern for network threats is not considered in the proposed solution. In [25],
the authors proposed a novel, light-weight, efficient key exchange, and authentication
protocol suite called the Secure Mobile Sensor Network (SMSN) Authentication Protocol
to ensure data confidentiality and validity. In the proposed solution, the mobile sensor
node initiates an authentication process and obtained a re-authentication ticket from BS.
Later, the mobile node exploits this obtained re-authentication ticket while exchanging
multiple data to various sessions or when moving across the network. However, the
proposed SMSN solution does not consider the link measurement for the performance
of fault-tolerant and trustworthy routing and, as a result, the solutions lead to frequent
re-routing and re-transmissions of data packets. Also, it consumed additional energy and
increased network overheads to determine the up-to-date position of mobile sensors. The
authors in [26] analyzed the problem data gathering from wireless sensor networks to a
cloud with multiple mobile sinks, and formulated a constrained optimization problem,
which proved to be NP-hard. In this solution, the authors proposed a time adaptive
schedule algorithm (TASA) and used multiple mobile sinks to gather the network data.
Moreover, the solution reduces the transmission cost by forming the minimum spanning
tree (MST). Simulation-based experiments were performed, and it was revealed that the
algorithm improves the energy consumption with the least data latency during the data
transmission among WSN and cloud. However, the proposed algorithm is not able to cope
with optimize routing decisions and, in addition, data security can be compromised in the
existence of potential threats. In [27], the authors proposed a framework for data collection
from WSN towards the cloud using elements of mobile fogs. It uses the factors of distance
and residual energy for the formation of routing paths and decreases the level of energy
consumption and latency ratio. The simulation-based experiments demonstrated that the
proposed framework outperforms routing performance compared to traditional solutions.
However, the proposed framework did not notice the network threats that may be risky
for data transmission and their effects on data privacy and its integrity. Moreover, the
routing paths are chosen without an in-depth analysis of uncontrolled links, which results
in increased response time and communication cost. In [28,29], the authors proposed
fog-based routing solutions for improving energy efficiency and trust management. The
proposed solution reduces energy consumption and increases network throughput in the
wireless scenario. However, they overlooked the measurements of the transmission links,
and, as a result, in large size nodes distribution, the end-to-end latency increases. Also, the
overburden links cause frequent data loss and unnecessary data-retransmissions, which
results in network overheads. Table 1 illustrates the contributions and limitations of the
existing work and proposed SEFR protocol.
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Table 1. Solutions comparison.

Solutions Contributions Limitations

Cluster-based
self-organization data

aggregation

improved network lifetime
and overheads

link estimation is missing;
insecure against
malicious threats

SMSN ensures data confidentiality
and validity

energy consumption in
finding up-to-date positions
of mobile sensors; frequent

route breakages

TASA
multiple mobile sinks; reduce

the transmission cost by
forming the MST

frequent update messages to
locate mobile sinks; link
measurement is ignored;

ignored data security

Data collection from WSNs to
the cloud based on mobile Fog

elements

Multi factors for data routes;
decreases energy

consumption and latency

Unnoticed data privacy
against network threats;

frequent re-transmissions due
to lack of

congestion measurement.

A source anonymity-based
lightweight secure AODV

protocol

reduces energy consumption;
increases network throughput

Multi factors are not
considered for data routing;

compromised data latency in
large scale nodes region

Trust Management-Based
Energy Efficient Routing

Scheme

Energy efficiency; data
delivery performance

Link measurement is
overlooked; unnecessary
route request-response

messages lead to
additional overheads

SEFR Protocol

Multi-facet QoS parameters
for data forwarders;

two-levels of data security;
decrease data latency

Intelligent data management;
distributed network

threats model.

The background work shows the contribution of the IoT paradigm integrated with
WSNs to ease different applications. Due to their dynamic and easy infrastructure, different
fields obtain environmental data on time. The distributed low powered sensor nodes
perform a key role for data collection and routing towards remote users for their necessary
actions. However, the limited restrictions on network resources set remarkable research
challenges for energy constraints and time-sensitive applications. Moreover, some solutions
integrated the cloud paradigm for data management in terms of storage and processing.
Such solutions increase network performance in IoT applications for cost efficiency and
data management. However, such solutions encountered latency for large-scale distribution
regions and additional energy consumption problems. It is also seen that some cloud-based
solutions do not consider optimal forwarding, and thereby result in data disruption and
insufficient time management. Although fog computing offers a distributed environment to
collaborate with cloud and IoT sensors, most of the solutions result in exposure to security
problems in terms of confidentiality and authentication, which is harmful to sensitive and
real-time sensors’ data. Also, most of the fog-based solutions ignored the valuation of data
links and as a result, route breakages increase with additional route re-discoveries requests.
Based on the findings from related work, it is observed that developing a lightweight secure
and energy-efficient routing protocol for constraint sensor networks with the integration
of fog computing is a demanding problem to ease time-sensitive and quality assurance
applications [30–32].
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3. Proposed SEFR Protocol

The capabilities of both the WSN and fog computing are combined to facilitate the
on-demand and real-time network operations such as information gathering, storing, and
efficient and reliable processing. The restricted resources on the part of sensor nodes impose
a lot of research difficulties while designing an optimal solution. This work presents a
lightweight secure and fog-based energy-efficient routing protocol to decrease network
delay and energy consumption of the network field. Also, it increases the data security
between cluster heads to fog nodes and fog nodes to cloud servers against potential threats.
The architectural design of the proposed work is depicted in Figure 1.
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3.1. Energy Model and Assumptions

The proposed protocol adopts the energy model as applied in [33]. The energy
consumption depends on transmitting and receiving data. The sensor nodes consumed
the energy resource ETr(k, D) while transmitting the k data bits over the communication
distance d, as given in Equation (1).

ETr(k, D) =

{
Ee ∗ k + k ∗ E f s ∗ D2, i f D ≤ dt
Ee ∗ k + k ∗ Eamp ∗ D4, i f D > dt

(1)

The bit level energy consumption is shown by Ee, E f s ∗ D2 or E f s ∗ D4 is the energy
consumption of sensor nodes, and dt is the distance threshold. The energy consumption
ERx(k) during the reception of k data bits can be computed as given in Equation (2).

ERx(k) = Ee ∗ k (2)
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The following network assumptions are made during the design and development of
the SEFR protocol.

i. The sensor nodes are installed randomly and stand static with limited abilities
of resources.

ii. Fog nodes are physical devices with powerful and fault-tolerant functionalities.
iii. Source and destination nodes are exempt from malicious operations.
iv. The malicious nodes flood bogus route reactions so they can be selected as data

forwarders and drop the data packets.

3.2. Methodology of SEFR

The detailed discussion of the methodology for the proposed SEFR protocol is ex-
plained in this section. It is divided into three phases. Different clusters are produced for
balancing a load of sensor nodes with uniform energy consumption. Each cluster has a
single cluster head, which aims to collect, aggregate, and route the members’ data to the
adjacent cluster head. The SEFR protocol uses a dynamic threshold that is comprised of
multi-factors, and accordingly, optimal nodes are identified for the role of cluster heads.
The data routing is accomplished in two steps. First, sensors’ data is routed from cluster
heads to fog nodes, and second, fog nodes that are located at the network edges transmit
the incoming data towards cloud services using QoS parameters. Such a strategy imposes
the least calls of route maintenance and improves the response time for critical applications.
Also, it provides two tiers of security until data is delivered to remote users.

In the beginning, sensor nodes initiate the hello message in the network field, so
they may flood their positioning coordinates in the observing field. Upon receiving the
information, neighbors make an entry in their routing tables and send an acknowledgment
ACK message back to the source node along with their positioning coordinates. Accord-
ingly, source nodes also make an entry of their neighbors’ position in their routing tables.
Once all the nodes stored the neighbors’ information, then the SEFR protocol initiates
the process of cluster head selection. Unlike most of the existing solutions that form the
cluster boundaries only based on the distance parameter, the SEFR protocol sets a dynamic
threshold to define the particular region based on distance and energy factors. The nodes
that come within the computed region are considered as candidate nodes for the selection
of cluster heads. Furthermore, the neighbor cluster heads are interconnected with each
other to establish a virtual backbone structure and initiate the method for data routing
towards fog nodes that are placed on network boundaries.

Let us consider that Tr is a transmission radius, the distance of the farthest node from
the cloud server is Dn and the maximum distance is denoted by Dmax. The Dmax indicates
the radius of the network dimensions. Similarly, En is the residual energy and Emax is the
maximum energy, then the threshold value D is denoted in Equation (3).

D= Tr

(
Dn

Dmax
+

En

Emax
) (3)

Based on the computed threshold D, the SEFR protocol determines the set of nodes
and initiates the cluster head selection process among them. Then, the nodes that have a
residual energy level more than a certain threshold are selected as cluster heads. Afterward,
they announce their position, and the nodes with the least transmission distance join them,
which results in formulating a unique cluster. If more than one cluster head lies in the
transmission range of ordinary sensors, then the nearest cluster head is selected for the
formulation of the cluster. Subsequently, the SEFR protocol slightly increases the threshold
value to further gather the sensor nodes that are still not a part of any cluster, and it repeats
the same procedure until the required process is completed.

When the cluster formation phase is over, the SEFR protocol initiates the process
of data routing from cluster heads to fog nodes. The SEFR protocol uses QoS-aware
parameters to evaluate the routing decision and achieves energy-efficient and stable data
transmission. The source cluster head identifies the neighbor cluster heads from their
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routing tables and inquires them to share their up-to-date information. Accordingly, the
neighbor cluster heads compute their residual energy, distance to fog nodes, and packet
queuing factors. In the SEFR protocol, the packet queuing factor depends on the ratio
of estimated delivered and dropped packets. The source nodes flood a fixed amount of
beacon messages to neighbors periodically. Suppose Pkr is the amount of received packets
and Pkd is the number of drop packets then the estimated packet queuing E(PQ) can be
computed using Equation (4).

max[E(PQ)] =
Pkr

Pkr + Pkd
∗ RT (4)

where RT denotes the data transfer rate of the network. The value E(PQ) is normalized
in the range of 0 to 1. The highest value of E(PQ) gives the strong probability of data
reception rate over the link from the source cluster head node to a neighbor’s cluster head.
Accordingly, such a node has a high chance for the selection of cluster head as a forwarder
rather than low E(PQ) valued node. Finally, based on the neighbor information, the SEFR
protocol computes the weighted value W(i) as given in Equation (5).

W(i) = max (α ∗ E + β ∗
(

1
Di,f,

)
+ γ ∗ E(PQ)) (5)

α, β, and γ are weighting constants and each value contributes to an equal percentage
for energy, distance to fog node, and packet queuing parameters. Thus, their summation
α + β + γ is set to 1. In SEFR protocol, the highest weighted neighbor cluster head indicates
the optimal choice for selecting it as a next-hop. When clusters’ data is received by the fog
node and it falls closer to the cloud server then the direct transmission is generated. Other-
wise, the SEFR protocol adopts the same criteria to identify the appropriate subsequent fog
node for data routing, until the clusters’ data is received on the cloud server. After the ac-
complishment of energy-efficient and reliable routing, the next phase of the SEFR protocol
is data security. It presents a lightweight security scheme for authentication, confidentiality,
and integrity of data transmission from the cluster heads to fog nodes and from fog nodes
to a cloud server, which is computationally efficient and low on memory. In this scheme,
the fog nodes generate the secret keys for each cluster head using the Pseudo-Random
Number Generator (PRNG) of the Blum Blum Shub algorithm [34]. The proposed security
scheme exploits a bitwise operation exclusive-OR (XOR), which integrates both data bits
and random secret keys. The random keys for each cluster head ni are generated using the
Blum Blum Shub algorithm as given by Equation (6).

Kn+1 = K2
nmod W (6)

In Equation (6), Kn is the generated secret random value for cluster head ni, W = pq
is the product of two large prime numbers p and q, K0 is the seed integer value that is
co-prime to W. Afterward when the cluster head ni send data mi to the cluster head nj, it is
encrypted using Equation (7).

Ej(mi) = mi ⊕ Ki (7)

Here, ⊕ denotes the XOR operation of data mi from the cluster head ni towards cluster
head nj. The encrypted data Ej(mi) is further transmitted towards the fog node, which can
decrypt it by taking the XOR with the key Ki as given in Equation (8).

Dj(mi) = Ej(mi)⊕ Ki (8)

The SEFR protocol makes use of a public key-based cryptographic scheme for data
protection and security between the fog node and the cloud server. In this scheme, the fog
node and the cloud server use pairs of public Kp and private keys Ku for the encryption
and decryption of data transmissions. The keys are generated using an RSA algorithm due
to its strength and simplicity [35]. It first selects two large primes P1 and P2, computes their
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product n, then computes the λ(n) (Carmichael totient of the prime product n). Similarly,
any coprime e to λ(n) is selected with 1 < e < λ(n) and gcd(e, λ(n)), thus making a public
key of (e, n) and a private key pair (d, n), where d is the modular inverse of e and it is
determined using d ≡ e−1(mod λ(n)). The data encryption Ec towards the cloud server
from the fog node is performed using Equation (9).

Ec ≡ De(mod s) (9)

where D is representing the data from fog nodes.
At the receiving end, the encrypted data Ec is decrypted by the cloud server using

Equation (10).
D ≡ Ed

c (mod s) (10)

4. Results

This section presents the performance results of the SEFR protocol under an unpre-
dictable scenario. The performance evaluation is done in NS3 in terms of energy consump-
tion, end-to-end delay, network throughput, packet drop ratio, communication overheads,
and link load. The number of sensor nodes and fog nodes is set from 100 to 500 and 10
respectively. The fog nodes are placed at the network borders. The transmission range
Tr of each node is fixed to 15 m. The radius of the network field is fixed to 200 × 200 m2.
The number of malicious nodes is set to 30. Initially, the residual energy of the nodes is 2j
with 2000 s of simulation time. The data size of each block is 32 bits. The performance of
the SEFR protocol is evaluated using various network metrics. Table 2 shows the default
parameters used in simulation-based experiments.

Table 2. List of parameters.

Parameter Value

Dmax 200 m2

Sensor nodes 100 to 500
Malicious nodes 30

Tr 15 m
α, β, γ 0.333, 0.333, 0.333

Residual energy 2j
Fog nodes 10

RT 32 bps
Traffic flow CBR

Transport layer protocol UDP
Antenna type Omni antenna

Figure 2 depicts the performance of the SEFR protocol against existing work for
a varying number of nodes in terms of energy consumption. The experimental results
denote that the SEFR protocol outperforms the energy consumption by 15.2% and 20%
against SMSN and TASA. Unlike other solutions, the SEFR protocol splits the network
communication into different layers, which balances the transmission load among sensors.
Also, the cluster heads are selected based on the highest residual energy and the threshold
of the dynamic distance increases to appoint a sufficient number of cluster heads to cover
the entire environment. Furthermore, the SEFR protocol makes the intelligent process of the
selection of next-hop based on QoS factors and it increases the stability of data transmission.
Such methods significantly decrease the extra load from the data collectors and avoids
frequent route requests and route response messages. Moreover, the energy consumption of
the SEFR protocol is improved than existing work due to its least communication overheads
in identifying the appropriate neighbors for data transmission. Also, the SEFR protocol
has lighter and more reliable routing metrics that counting energy resource, distance, and
packet queuing to make the routing performance a lightweight solution, and decreases the
chances of depleting unnecessary energy consumption.
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Figure 3 illustrates the performance of the SEFR protocol against SMSN and TASA
in terms of packet drop ratio. The experimental results revealed that the SEFR protocol
decreases the packet drop ratio by 21%, and 34% under a varying number of nodes. This
is because the proposed SEFR protocol selects the most efficient cluster heads in terms
of resources and least to long-run routing paths. Also, instead of performing the route
discovery in the larger region, the search zone is limited based on the dynamic distance
threshold. Unlike the SMSN and TASA, that are more prone to failure in reliable and trusted
data routing under a varying number of nodes, the SEFR protocol presents trustworthiness
and better lifetime routes for transferring sensors’ data through fog computing. Unlike
other solutions that frequently drop the sensors’ data due to excessive route discovery
and control packets, the proposed SEFR protocol avoids forwarding the packets on an
obstructed route based on the packet queuing factor.
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Figure 4 illustrates the performance evaluation of the SEFR protocol against existing
work in terms of end-to-end delay. The simulation-based experiments revealed that the
SEFR protocol remarkably decreases the outcomes of end-to-end delay by 11%, and 17%.
It not only minimizes the transmission distance towards cloud servers but also balances
the energy consumption to control the delivery time. The routing nodes are delay tolerant
and more robust in terms of network conditions including packet queuing factor. Unlike
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SMSN and TASA solutions that increase the data reception time when the network size
increases, the SEFR protocol efficiently collaborates the communication from the sensor
field to fog nodes and from fog nodes to cloud servers, and such a paradigm minimizes
the transmission distance and time intervals for data delivery. Also, the proposed SEFR
protocol gives equal significance to routing factors, which results in balancing the load
on the nodes, and ultimately it also strengthens the network performance in terms of
end-to-end delay.
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Figure 5 demonstrates the performance of the SEFR protocol for network throughput
in the comparison of existing work. The results showed that the SEFR protocol increases
the ratio of network throughput under a varying number of nodes by 10 and 20%. The
improvement is due to the fact that it utilizes multi-facet-based QoS attributes to determine
the energy-efficiency and reliable data forwarders. Also, the cluster heads and fog nodes
that are more powerful in terms of resources are selected for data routing towards the
cloud server. Moreover, compared existing solutions that overlooked the data privacy and
authentication during the routing phase, and lead to compromised network performance
in terms of security, the SEFR protocol makes use of the Blum Blum Shub algorithm to
ensure data confidentiality and avoid malicious nodes being part of the routing process.
The basic purpose of using such an algorithm is to impose lower processing and memory
overheads on smart sensors. The SEFR protocol efficiently detects the malicious nodes
and avoiding network congestion by utilizing the packet queuing factor, which results in
maintaining high throughput. Also, the proposed security scheme randomizes the secrets
and increases the level of data encryption and decryption. Such secure methods make
the data routing more consistent for network throughput and neglect the probabilities of
security threats to affect the reception of sensor data.

Figure 6 illustrates the performance of the SEFR protocol against existing work in
terms of communication overhead. It is seen from the analysis of the simulation-based
results that the SEFR protocol improves the communication overhead by 23%, and 32.5%.
This is due to it generating steady clusters based on dynamic distance threshold and only
allowing appropriate nodes to participate in the selection process of cluster heads. Also,
the transmission load is reduced among sensors due to multi-hop communication instead
of a direct link. Unlike SMSN and TASA, which increase the call of route maintenance
and data re-routing, the SEFR protocol uses the various QoS-aware factors to choose the
long run and more stable routing path that decreases the communication cost in terms of
route re-discoveries. Along with other parameters, the SEFR protocol also computes the
end-to-end distance while selecting the routing path and decreases the network congestion
of the transmission links. Furthermore, it increases the performance of network security
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based on lightweight exclusive OR operation. The security keys are generated using the
Blum Blum Shum algorithm and securely interchange between the sensor nodes. The
proposed security algorithm protects the sensors’ data from malicious threats with lower
link intrusion and contributes to route maintenance.
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Figure 7 depicts the measurement of the SEFR protocol compared to other solutions in
terms of link load. It is noticed that the experimental results improve the load on wireless
links by 20% and 27% as compared to SMSN and TASA. This is due to the fact that SEFR
increases the utilization of data links efficiently and maintains a load of transmitted packets
in a balanced manner. Also, the multi-facet QoS factors including packet queuing rotate
the data forwarders and decrease the number of route request-response messages, which
results in efficient load balancing. Also, existing solutions frequently generate bogus route
discoveries packets and make the data links more congested. The proposed SEFR protocol
makes use of secret numbers using the Blum Blum Shum algorithm and avoids the chances
for malicious nodes to integrate the false information in actual data packets. As a result,
the proposed SEFR protocol minimizes the unnecessary data traffic on the selected links
and makes the communication more flexible and trusted.
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5. Conclusions

In recent decades, IoT sensors and WSN have been merged to provide rapid routing
performance for network users. The limited resources on sensor nodes impose significant
optimization problems in terms of network lifetime and data security for both academic
and industrial domains. This paper presents the lightweight secure and energy-efficient
fog-based routing protocol for constraint sensor networks, which uses a dynamic threshold
using multiple parameters for the selection of cluster heads with minimum transmission
overhead. Moreover, it uses the multi-facet QoS attributes for the selection of next-hop from
the observing area to fog layer with minimum energy consumption and delay rate. The
SEFR protocol also ensures two levels of security using cryptographic-based secret keys
using the Blum Blum Shub algorithm, that increases the trustworthiness. The results of the
SEFR protocol demonstrated that it improves the performance of the constraint-oriented
network in terms of energy consumption and network throughput. Also, it decreases the
chances of packet drop ratio and data latency with nominal communication overheads.
In the future, we aim to offer fog computing with intelligent data management based on
machine learning techniques to facilitate real-time applications with the least processing
cost. Also, the security level has to be investigated in terms of the distributed threats model.
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