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ABSTRACT

Visual question answering (VQA) has been regarded as a challenging task requiring a perfect blend of computer
vision and natural language processing. As no dataset was available to train such a model for the Nepali
language, a new dataset was developed during the research by translating the VQAv2 dataset. Then the dataset
consisting of 202,577 images and 886,560 questions was used to train an attention-based VQA model. The
dataset consists of yes/no, counting, and other questions with primarily one-word answers. Modular Co-attention
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Network (MCAN) was applied to the visual features extracted using the Faster RCNN framework and question
embeddings extracted using the Nepali GloVe model. After co-attending the visual and language features for
a few cascaded MCAN layers, the features are fused to train the whole network. During evaluation, an overall
accuracy of 69.87% was obtained with 81.09% accuracy in yes/no type questions. The results surpassed the
performance of models developed for Hindi and Bengali languages. Overall, novel research has been done in
the Nepali Language VQA domain paving the way for further advancements.

Keywords: Nepali visual question answering; Nepali VQA Dataset; modular Co-attention.

1 INTRODUCTION
Visual Question Answering (VQA) is a fruitful
combination of computer vision and natural language
processing. It enables a machine to concurrently
interpret images and text. That will allow machines
and humans to exchange information in a humane way.

Leveraging artificial intelligence, VQA has
demonstrated its value to both the general public
and tech-related enterprises. Applications range
from e-learning tasks and visual aids for the visually
handicapped [1] to chatbots and content retrieval
systems [2]. Nonetheless, the primary obstacle
associated with VQA systems is their linguistic
specificity. This indicates that questions posed in any
other language—such as Nepali—cannot be answered
by the VQA model that was trained for that language,
say English. The language of Nepali itself has to be
trained on a different approach.

The Nepali language has not yet had a VQA system
created for it. To train such a model, there was no VQA
dataset available in the Nepali language. Furthermore,
it is commonly recognized that deep learning models
are data-hungry, meaning they need a sufficient quantity
of training data in order for all of the model’s parameters
to learn correctly. As a result, the VQA system’s
possible applications for the Nepali language were not
investigated. Therefore, training a Nepali VQA model
requires a well-prepared dataset.

The Nepali VQA model, which was created by following
the established goals, can identify and quantify the
things in the image that the questions are referring
to. Nevertheless, the model generated has several
limitations because of certain translation mistakes and
the shortcomings of the Nepali word encoding system.

The major contributions are:
• Composing a Nepali VQA dataset by translating

an English VQA dataset.

• Training a VQA model on the Nepali VQA dataset
prepared, and evaluating the model based on
different question types.

Section 2 provides a brief review of related works. Then
a description of the dataset composed is presented
in Section 3. A detailed description of the proposed
methodology is provided in Section 4. Section 5
presents different parameters used to train three models
and the results hence obtained. Analysis of the results
is done in Section 6 and Section 7 concludes the paper.

2 RELATED WORKS

2.1 Combining Image and Language
Features

Image captioning models were the first attempt to
integrate visual and linguistic elements to address
image-text difficulties. Using artificial intelligence, Oriol
Vinyals et al. [3] created a model to characterize a
picture. Using a knowledge base, a system created
by Somak Aditya, et al. [4] derived scene description
graphs from images.

2.2 Beginning of Visual Question
Answering

Question-answering systems that could respond to
queries concerning a paragraph of text began to take
shape. To train such models, high-quality datasets such
as SQuAD [5] were used. But the issues were exclusive
to one mode, i.e., text alone.

By including a visual channel, the question-answering
jobs’ scope was significantly expanded. The initial VQA
model, referred to as the Vanilla VQA, was proposed by
Aishwarya Agrawal and colleagues [6]. By presenting
a system that integrated verbal and visual modes
to respond to inquiries about a picture, this model
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established a significant milestone in the field of artificial
intelligence.

2.3 Attention and VQA
The transformer encoder-decoder model was presented
by Ashish Vaswani and colleagues [7], with the aim of
optimizing the attention mechanism. For the majority
of the neural network models created since then, it has
served as the foundation. To create visual question-
answering models, Qi Wu, et al. [8] employed a
few attention mechanisms, including Hierarchical Co-
Attention (HieCoATT) [9].

The authors Zhou Yu and co [10] proposed a
deep modular co-attention network to improve the
effectiveness and efficiency of the VQA system. By
cascading such co-attention networks, the researchers
claimed state-of-the-art performance on the VQAv2
dataset. After employing self-attention for language
and picture aspects independently, a directed attention
mechanism was used to correlate the keywords with the
important areas.

Every deep learning domain has been positively
influenced by the employment of transformer models.
In several computer vision tasks, Vision Transformers
(ViTs) have outperformed CNNs[11]. Furthermore,
by employing the concept of transformers as its
foundation, Bidirectional Encoder Representations from
Transformers (BERTs) [12] have shown to be a more
effective and reliable language model.

With their Pathways Language and Image model (PaLI),
Xi Chen, et al. [13] achieve the state-of-the-art
performance in the VQAv2 dataset as of right now.
With 17 billion parameters, the pre-trained encoder-
decoder based language models and vision transformer
are used. In a similar vein, Wenhui Wang et al.
[14] and Hangbo Bao et al. [15] created the models
BEiT and VLMO, respectively, employing deep layers
of transformers to improve performance on the VQAv2
dataset. However, the lack of funding has prevented this
study from constructing extremely complex networks
with billions of parameters.

2.4 Hindi and Bengali VQA
To assess performance, a Nepali VQA model may
be compared against models in Bengali and Hindi.
To create a VQA system for the Hindi language,

Deepak Gupta and colleagues [16] created a mix of
multilingual and code-mixed VQA assignments. A
suitable combination of characteristics at the object
and picture levels produced good results. By Google
translating the VQAv1 dataset, they were able to collect
the dataset needed to train their model.

SM Shahriar Islam, et al. [17] created and employed
two Bengali datasets, the Bengai CLEVR dataset and
the Bengali VQA dataset, to create a VQA model for
the Bengali language. To get these, they used Google
to translate the VQAv1 dataset and the CLEVR dataset
[18]. However, the dataset’s inadequate size put a
barrier to the task.

Using a human-annotated dataset, Mahamudul Hasan
Raf, et al. [19] attempted a top-down attention-based
strategy in the Bengali VQA domain. To train a true VQA
model, however, the dataset was insufficient because
it only included ’yes/no’ type questions taken from the
VQAv2 dataset.

It was noted that there were more English-language
VQA models created to date during the examination
of relevant studies in the VQA area. Additionally,
similar VQA models have been implemented for a few
additional non-English languages. Nevertheless, there
is currently no equivalent system in place for the Nepali
language. A Nepali VQA model could not be trained
using any dataset. A VQA model was created in Nepali,
and a dataset was generated in the same language in
an attempt to close the research gap.

3 DATASET USED

An open dataset called VQAv2 [20, 21] includes open-
ended questions and responses pertaining to pictures.
To create the second version, extra questions, and
answers have been added to the previous version,
known as VQAv1 [6]. It is made up of 204, 721
actual photos that were taken from CoCo [21]. In
addition, those photographs are the subject of 1.1
million inquiries and 11 million responses.

To acquire the Nepali VQA dataset, the English dataset
was translated using Google. Following translation,
the number of questions, responses, and pictures in
the final dataset was decreased by filtering the Nepali
questions and answers according to whether or not
each word had Nepali GloVe embeddings.
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1. 202,577 images

2. 886,560 questions

3. 478,108 answers

4. 4.37 questions per image on average

3.1 Composition of Nepali VQA
Dataset

Different types of questions and their composition in the
dataset are as follows:

1. Yes/No Questions: 45.83%

2. Other: 44%

3. Counting: 10.17%

The images, questions, and answers or annotations are
stored in separate locations and are linked with their
respective IDs. Questions and answers are kept in two
JSON files.

3.1.1 Question Length

• Most frequent Length: 4 words

• Average Length 4.19 words

• Maximum Length: 13 words

• Minimum Length: 1 word

3.1.2 Answer length

• Most frequent Length: 1 word

• Average Length 1.067 words

• Maximum Length: 7 words (1 answer)

• Minimum Length: 0 words

Figs. 1 and 2 display the distribution of question and
answer lengths in the final Nepali dataset.

Fig. 1. Question length distribution

Following is the format for the question file:
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Fig. 2. Answer length distribution

{ ”info” : info,
”task type” : str,
”data type” : str,
”data subtype” : str,
”questions” : [question],
”license” : license }

Where, task type means type of annotations i.e. OpenEnded, data type refers to the source of image data i.e.
MsCOCO or Abstract images, and data subtype indicates whether it is train, val, or test data.
The questions are listed under the ’questions’ section in the following format:

question{”question id” : int,
”image id” : int,
”question” : str }

Following is the format for the answer file:

{ ”info” : info,
”data type” : str,
”data subtype” : str,
”annotations” : [annotation],
”license” : license }

annotation{”question id” : int,
”image id” : int,
”question type”” : str,
”answer type” : str,
”answers” : [answer],
”multiple choice answer” : str }
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answer{”answer id” : int,
”answer” : str,
”answer confidence” : str }

A preview of the Nepali VQA dataset created and utilized in this study is provided by Figs. 3, 4 and 5. Those
figures demonstrate a sample of questions and answers in the dataset in the format as described. Similarly, a few
images present in the dataset are also demonstrated in Fig. 5.

Fig. 3. Questions of dataset

Fig. 4. Annotations of dataset

4 METHODOLOGY
A VQA system receives an image and a question as
input, uses the picture to determine the applicable
response, and outputs the answer. A deep learning
architecture’s several steps come together to provide
an output that precisely responds to the query posed
in relation to the provided picture. The purpose of this
thesis is to use modular co-attention networks (MCAN)
to construct a Nepali language VQA system.

4.1 Description of Algorithms
Various algorithms process the input from earlier stages
of the pipeline to produce outputs that are inputs for later

stages. Among the algorithms employed in the creation
of the Nepali VQA model are:

Faster RCNN: For object detection in a picture,
the deep-learning architecture called Faster Region
Convolutional Network[22] is used. It puts into practice
two networks: the Object Detection Network and the
Region Proposal Network (RPN). RPN uses the feature
map that was acquired with backbone CNN to produce
region suggestions. Region proposals show which
regions may hold things. After making corrections to
the bounding box, the object detection network assigns
one of the object classes to the region.

The faster R-CNN model incorporates two networks:
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Fig. 5. Images of dataset

Fig. 6. Faster RCNN flow diagram
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1. Region Proposal Network (RPN)

2. Object Detection Network

Faster RCNN improves the speed by training the
backbone CNN and RPN at once.

1. Region Proposal Network

The image feature map produced by the
backbone CNN is fed to RPN. It generates
region proposals from the feature map. Region
proposals are the anchors that indicate the
regions that possibly contain objects.
For training RPNs, there are two sorts of
losses, classification loss, and regression loss.
Classification loss is for classification tasks
where the proposed region is classified among
the possible object classes. Besides, regression
loss is for regressing the numerals of the
bounding box that encloses the object.

2. Object Detection Network

The object detection network basically corrects
the possible object boundary detected by RPNs.
The use of the Region of Interest pooling method
projects the proposed regions onto the features.

In this network too, classification loss and
bounding box regression loss are used for the
same purpose as for RPNs.

Actually, the classification part of the Faster
RCNN network is not required during feature
extraction. It is required just for training the
Faster RCNN model. During feature extraction
from an image, the features from each detected
region of the image are obtained and stacked in
the form of a matrix.

Nepali GloVe Model: For every Nepali word
in questions and answers, a vector representation is
provided by the GloVe model NepVec1 [23], which was
trained on a Nepali corpus. The GloVe mechanism
equilibrates the benefits of local and global word
embedding generation techniques [24]. The matrix
factorization technique is employed by GloVe to produce
word embeddings. Initially, a co-occurrence matrix
is made, in which the rows indicate the frequency of
occurrences of each word and the columns indicate the
frequency of occurrences of the word in a context, or
around other words. After that, the matrix is factorized
into a dense, lower-dimensional matrix where each row
denotes the corresponding word’s embedding.

Fig. 7. GloVe matrix decomposition

Modular Co-Attention: It describes the fusion of directed attention and self-attention, two different types
of attention units. MCA is necessary in order to connect the question’s keywords to the image’s important areas.
While the main areas of an image are gained by applying self-attention to it, the keywords of a question are
obtained by applying self-attention to the question. Lastly, a directed attention method is used to link the images,
with the question features directing the focus over the picture characteristics.

The query (Q), key (K), and value (V) vectors for the inputs are created using the corresponding weight matrices
for an input matrix X provided as X = x1, x2, ..xn.

It means,
Q = XWQ,K = XWK , V = XWV (4.1)
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Fig. 8. MCA flow diagram

Fig. 9. Self-attention Fig. 10. Guided-attention

The attention Score is provided as:

AttentionScore(A)‘ = Softmax

(
QKT +Mask√
QuerySize

)
× V (4.2)
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Multi-Head Attention (MHA) is the result of calculating and concatenating the attention ratings for each of the ’h’
heads.

MHA = Concatenate(A1, A2, ..., Ah)W (4.3)

Multimodal Fusion: In this instance, the algorithm is just necessary for combining the characteristics from
several modes or channels, pictures, and language. The last layer of the co-attention network’s output visual and
question characteristics are sent into the fusion algorithm. Each of the picture areas and question sentences has
a different distribution of characteristics. As a result, for each channel, the features of many words and picture
regions are first condensed into a single attended feature. Next, each channel’s attended feature is sent to a fully
linked layer. Fused feature representation can be obtained by combining the outputs of the two FC layers. Prior to
merging the features, attended features for channels Y and X, respectively, are collected.
Mathematical formulation to obtain attended feature is given as,

α = softmax(MLP (XL)) (4.4)

In the Equation 4, α = [α1, α2, ...αm] are the weights of learned attention.

x′ =

m∑
i=1

αixiL (4.5)

Similar is the case for finding the attended feature y’.

Fig. 11. Features fusion

The two attended features, y’ and x’, are now sent into the fusion function shown in Equation 6, which fuses them
into a single fused feature, z.

z = LayerNorm(WT
x x

′ +WT
y y

′) (4.6)

4.1.1 Working Principle

The system’s working mechanism consists of a pipeline and a series of steps that enable it to learn the textual
and visual elements and model their relationships using the labeled dataset that is provided to it. After that, the
generated system may be used to forecast future occurrences.
The overall working procedure is divided into three sections:
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Fig. 12. Overall working principle

Text and Image Encoding by their features. For text, 300-dimensional GloVe embeddings are employed. Using
a pre-trained Faster RCNN model with a bottom-up attention mechaism [25] and a ResNet-101 backbone, 2048-
dimensional features were obtained for each area of an image.

Co-attention Network for Training in which layers are used to attend the textual and visual features among
themselves and between each other.

Classifier Training after Fusion of Features which takes in the attended features of visual and textual channels
and combines them into a single feature representation. After feeding the combined feature to a sigmoid function,
an N-dimensional vector is produced, where N is the number of most likely (or most frequent) responses in the
training set. It denotes that a binary cross-entropy (BCE) loss function is used during classifier training.

4.2 Verification and Validation Procedures

The phases of validation and verification are when the model’s performance is assessed. To conduct validation,
test and validation subsets of the entire dataset must be allocated.

The most appropriate assessment metric for the VQA problem is accuracy because the entire challenge has been
examined as a classification assignment. The percentage of the total number of questions that the model properly
predicts as responses is known as accuracy. For the VQAv2 dataset with 10 human-annotated answers for a
question, accuracy is introduced as:

Accuracy(Ans) = min

{
No.ofHumansThatAnnotatedAns

3
, 1

}
(4.7)
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5 EXPERIMENTS AND RESULTS

5.1 Models Prepared
Using the supplied Nepali VQA dataset, three models have been created. Certain model parameters and hyperparameters
are shared by all models, while others are unique.

5.1.1 Common Hyperparameters

Table 1. Visual features parameters

Image Feature Size 2048
Image Feature Pad Size 100

No. of Features 10-100

Visual Features Parameters Image feature size actually refers to the size of the feature for each detected
region in an image. The overall feature from an image is a collection of features of each region stacked in the form
of a matrix. Even though 10-100 features are obtained from an image, padding is done to maintain the fixed size
of 14x2048 for the feature matrix.

Table 2. Textual Features parameters

Maximum Tokens 14
Word Embedding Type GloVe

Embedding Size 300

Textual Features Parameters Even though the maximum number of tokens is set to 14, every question
may not have the same number. Thus to maintain consistency, padding is done such that the textual feature matrix
has a size of 14x300 in each case.

Table 3. Architectural parameters

Feed Forward Size 2048
Flat Out Size 1024
Hidden Size 512

No. of Heads for MHSA 8

Architectural Parameters

Table 4. Optimizer parameters

Optimizer Adam
Learning Rate 0.0001
LR Decay Rate 0.2

Betas 0.9, 0.98

Optimizer Parameters
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5.1.2 Differing Parameters

Table 5. Differing textual parameters

Parameter Model 1 Model 2 Model 3
No. of Answer Classes 2505 3439 2505

Answer Frequency ≥5 ≥3 ≥5

Textual Parameters

Architectural Parameters An experiment is done by increasing the depth of model 3. In such case dropout
rate is increased such as to overcome the risk of overfitting due to much complex model.

Table 6. Differing architectural parameters

Parameter Model 1 Model 2 Model 3
No. of MCAN Layers 6 6 8

Dropout Rate 0.1 0.1 0.2

5.2 Model Training
Table 7 illustrates the composition of the dataset used to train the models:

Table 7. Test-train-Val Split

No. of Questions No. of Images
Training Set 323,414 81,478

Validation Set 154,694 39,830
Test Set 408,452 81,269

Total 886,560 202,577

Train to Val ratio: 2.091:1

All of the models were trained using a training batch size of 256. Following the limitations placed on memory
resources and training time determines the size of the training batch. The proper batch size for training and
validation was established because of the previously mentioned factors.

Plotting the model’s loss at each training step against the step (or epoch) number is known as a training loss curve.
The step number is just the total number of iterations required to train an entire epoch. In Figs. 13, 14, and 15, the
training loss curves for each of the trained models are displayed.

74



Gyanwali et al.; Asian J. Res. Com. Sci., vol. 17, no. 10, pp. 62-84, 2024; Article no.AJRCOS.123586

Fig. 13. Training loss curve (Model 1) Fig. 14. Training loss curve (Model 2)

Fig. 15. Training loss curve (Model 3)

Every model has a loss curve that resembles one another. Up to the second epoch, all of the models’ loss values
showed a clear downward trend. The loss figures appear to have stabilized after that. Examining the actual loss
figures, however, revealed that the losses were actually declining up to the 13th epoch. But the decrease in loss
values is too little to be seen graphically.

Given such saturation, it may appear that the model reached its peak learning between the second and third
epochs, at which point it began to overfit. However, as the validation accuracy curves show, the model was still
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learning and generalizing effectively, thus this was not the case. Despite the saturated training loss, the accuracies
as measured in the validation set were rising.

Fig. 16. Validation loss curve(Model 1) Fig. 17. Validation loss curve(Model 2)

Fig. 18. Validation loss curve (Model 3)
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5.3 Model Evaluation
Three kinds of questions were used to test the constructed models: yes/no, counting, and other. After the 13th
period was over, the three models’ combined accuracies were also determined.

Table 8 presents the evaluation and comparison of accuracy.

Table 8. Accuracy Table

Acc. (%) vs Qn. Type Model 1 Model 2 Model 3
Overall 69.87 69.83 69.58
Yes-No 80.89 81.09 80.80
Other 62.20 62.04 61.71

Counting 53.18 52.64 52.88

Based on the assessed accuracy measure, Table 8 shows that the three models perform quite similarly to each
other. For all question kinds, each model’s accuracy is about the same.

For the three models—yes-no, other, and counting type questions—as well as the total accuracy, accuracy vs.
epoch curves are presented.

Fig. 19. Accuracy vs epoch curve (Model 1)

It was found that the accuracy values for each question type for every model tend to somewhat saturate after the
11th epoch. On inspecting the saturation of training and validation loss curves at those epochs, it seemed that the
models had trained enough and were not learning much after that. Thus, to prevent the model from overfitting the
training of all the models was halted after the 13th epoch.
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Fig. 20. Accuracy vs epoch curve (Model 2)

Fig. 21. Accuracy vs epoch curve (Model 3)

Furthermore, the accuracy plot of the ’other’ type question and ’counting’ type question overlap for each model.
It is because the accuracy plot for ’other’ begins with a very low value at the first epoch since there is a larger
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number of possible targets for ’other’ type questions than the rest question types. As the training proceeds, the
model learns well and the accuracy values for the ’other’ type question increase.

5.4 Results on Test Dataset
All three models were inferred using the test dataset. The anticipated response is shown next to the corresponding
question and image to provide a clearer illustration of the prediction. Sample predictions made after inferencing
Model 1 to the test dataset are displayed in Figs. 24, 23, 22, and 25.

Fig. 22. ’Other’ question

The model can accept questions of three types namely yes/no type, counting type, and other or general type
questions. Besides the output of the model is a short (mostly single word) answer to the question being asked.

5.5 Evaluation of Translated Dataset
The VQAv2 dataset was translated into Nepali using Google Translate. The dataset’s questions and responses
were translated into Nepali. It is evident that employing a machine translation system to translate a text from one
language to another results in certain inaccuracies in the translated content. Semantic or syntactic mistakes are
possible. The performance of the model may suffer as a result of these inaccuracies spreading across it.

There were two translations of each of the 100 English questions in the dataset—one made by human knowledge
and the other by Google Translate—into Nepali. Table 9 displays a snapshot of the samples.
The computation of Word Error Rate (WER) and BiLingual Evaluation Understudy (BLEU) values was done using
these 100 samples. These measurements can offer a broad perspective on how well the Google Translation
system is operating.
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Fig. 23. ’Yes’ question

Fig. 24. ’No’ question
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Fig. 25. ’Count’ question

Table 9. Comparing google translate with human translation

• WER for 100 samples: 13.69%

• Average BLEU for 100 samples (bi-gram overlap): 0.7965
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6 DISCUSSION AND ANALYSIS

6.1 Error Analysis
Throughout the assessment and inference stages, the
model’s predictions for various inputs were noted.
Errors occur in many circumstances, which may be
categorized according to the circumstances in which
they occur.

Translation Error: This study’s dataset
preparation step is entirely dependent on translating
the questions and responses from English to Nepali. To
complete the assignment, the Google Translate library
and API were utilized.

1. Ambiguity of terms.

2. Technical Terms and Named Entities

3. Out of Vocabulary Words for GloVe model

4. Improper Yes/No Questions in Nepali

Error in Exactness of Answer: Certain
predictions made by the model during the test dataset’s
inference are imprecise. It indicates that while the
responses are not nearly as precise as the questions
need, they are nonetheless pertinent to the topic and
the image being discussed. Answer precision is lost
when one uses a frequency count to restrict the set
of viable responses. Since there are only so many
alternative responses, this mistake cannot be totally
removed.

Yes/No Question Label Error: There are just
two possible responses to ”yes/no” questions in the
English language: yes or no. Nevertheless, the model is

compelled to provide ”yes/no” questions with two viable
responses. However, this method uses two different
kinds of non-exact equivalents for yes/no responses.

6.2 Comparison with State-of-the-art
Works

Since no research has been done on the visual
question-answering system in Nepali to date, the
findings of this study are contrasted with comparable
studies conducted in other languages.

The original Deep MCAN paper (English MCAN) by
Zhou Yu, et al. achieved better performance than
other VQA models in terms of overall accuracy and
for ’yes/no’ and ’other’ type questions. The vanilla
VQA proposed in 2015 by Aishwarya Agrawal, et al.
introduced the combination of visual and linguistic
features to accomplish one of the most sophisticated
tasks related to artificial intelligence. Mahamudul
Hasan Raf, et al. (Attention-based Bengali VQA)
developed a Bengali VQA system based on the
attention mechanism. They took a subset of data from
the VQA v2 dataset. they manually translated questions
and answers in the dataset into the Bengali language.
They translated the VQA v1 and CLEVR datasets into
Bengali language using Google Translate to develop
a Bengali VQA system. They used MobileNet, a
CNN algorithm, and LSTM for visual and textual
features respectively. Deepak Gupta, et al. (Hindi
VQA) proposed a multilingual and code-mixed visual
question-answering system for Hindi, English, and the
mixed language. They used Google Translate API to
translate the VQA v1 dataset to Hindi.

Table 10. Comparison with state-of-the-art works

Accuracy
Comparison in %

Dataset
Comparison 2*Model Used

Overall Other Count Yes/No Dataset #Images #Questions
Nepali VQA 69.87 62.20 53.18 80.89 VQAv2 (Translated) 202,577 886,560 MCAN

English MCAN 70.63 60.72 53.26 86.82 VQAv2 204,721 1.1 million MCAN

Vanilla VQA 57.75 43.08 36.77 80.50 VQAv1 204,721 760k VGGnet,
LSTM

Hindi VQA 64.51 55.37 42.09 84.21 VQAv1
(Translated) 204,721 369k RCNN,

LSTM

Bengali VQA 63 n/a n/a n/a VQAv1+CLEVR
(Translated) n/a 5k + 12k MobileNetv2,

LSTM
Attention-based

Bengali VQA n/a n/a n/a 63.3 VQAv2 (Human
Translated) 3280 13,046 VGG19,

Bi-GRU
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English counterparts were trained on a larger dataset
that used better word embedding models along with
better text pre-processing algorithms. Consequently,
they performed better than the model developed in this
research.

The Nepali VQA model utilized the co-attention of
features extracted from a larger dataset along with
pre-trained word embeddings. As a result, a better
performance than the Bengali VQA models was
ensured.

7 CONCLUSION
To create a Nepali VQA model trained on a translated
English dataset, the application of layers of modular co-
attention networks for attending the visual features with
textual characteristics was investigated. As a result, the
performance could not match that of the English VQA
systems. Nonetheless, it was unquestionably superior
to a few non-English VQA systems, such as Bengali
and Hindi VQA. Better text pre-processing techniques
and word embedding models can be used to further
enhance performance.

The foremost objective of this research was to compose
a Nepali VQA dataset. The goal was achieved by
translating a benchmark English VQA dataset called the
VQAv2 dataset which consisted of enough examples
to train a VQA model. Then, a pre-trained Nepali
GloVe model was used to map the words in questions
and answers to embedding vectors which were fed as
textual features to the VQA model. Finally, the accuracy
of the model was calculated and compared against
similar works, and the comparisons were analyzed.
This research paved the way for future researchers to
use this word as a baseline for future works in the Nepali
VQA domain.
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